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Abstract—These days, wireless radio communication of sensor
nodes is still very power consuming. Thus lots of MAC protocols
yet exist to manage the collision free access to the common
transmission medium with respect to energy consumption. In this
paper, we focus on the biologically inspired and self-organized
TDMA protocol DESYNC. We analyze its potential for energy-
saving, and network latency respectively. We could identify some
parameters, which may help network designers to adjust the
DESYNC protocol according to their preferences, i.e. to save
more energy or to get a lower latency.

I. M OTIVATION

One characteristic feature of Wireless Sensor Networks
(WSNs) is the shared transmission medium of interacting sen-
sor nodes. Concurrent assignment of common radio channels
might cause loss of data due to packet collisions which require
retransmission and consume additional energy. That’s why the
access of each node to the medium has to be coordinated
carefully. Several Medium Access Control (MAC) protocols
for WSNs already exist, amongst others a couple of Time
Division Multiple Access (TDMA) protocols. They divide the
radio channel intotime slotsoffering collision free medium
access for a specific node, like Z-MAC [1], TRAMA [2]
or HashSlot [3]. Here we analyze the decentralized but self-
organized DESYNC protocol [4], [5] with respect to energy
savings and network latency.

In the next section we briefly introduce the decentralized
TDMA protocol DESYNC and its underlying paradigm of
desynchronization. In Section III we identify the potential for
energy-savings, whereas Section IV discusses the emanating
changes in network latency. Section V closes this paper with
a short conclusion and an outlook to further research.

II. I NTRODUCTION TO THEDESYNC PROTOCOL

The biologically inspired paradigm of desynchronization [6]
denotes the equidistant distribution in time ofoscillators, for
example periodically transmitting sensor nodes. Based upon
this, Degesys et al. [4] developed the DESYNC protocol,
a self-organized TDMA protocol for single-hop topologies.
Because real-world deployments usually contain multi-hop
topologies, an extended version of the DESYNC protocol is
subject to current research (cf. [5]).

First of all, each element of the setN of nodes has a
unique identifieri and oscillates at an identical frequencyω
within the common periodT = 1

ω . The periodT must be

long enough to provide at least one time slot for each of then
participating nodes, e.g. for single-hop topologiesn = |N |, for
multi-hop topologiesn equals the cardinality of the maximum
clique of two-hop neighbors. Next, the communication links
are symmetrical and each node uses Carrier Sense (CS) just
before transmission to avoid collisions in the first place.

To fulfill the paradigm of desynchronization, i.e. to spread
out the time slots of all participating nodes equidistantly, each
node i of the WSN tries to maximize the time lag relative
to its neighbors. Therefore, the phaseφi ∈ [0.0, 1.0] of a
node i denotes the elapsed time since its last transmission
normalized toT , e.g.φ3 = 0.7 means, that node3 has already
finished70 % of its current period. When nodei finishes its
period, i.e.φi = 1.0, it broadcasts a so calledfiring packetand
immediately resets its phase toφi = 0.0. The column vector−→
φ =

[
φ1 · · · φi · · · φ|N |

]T
describes the global system state,

i.e. the phases of all nodes.
Two nodes are of special interest for nodei: the previous

phase neighborp(i) broadcasts its firing packet just before,
whereas thesuccessive phase neighbors(i) broadcasts its
firing packet just after nodei. Hence, nodei can calculate
the midpoint of its phase neighbors as

mid(φs(i), φp(i)) =
φp(i) + φs(i)

2

and finally estimate its new phaseφ′
i unassisted by itself as

φ′
i = (1− α) ·φi + α · mid(φs(i), φp(i)).

The jump size parameterα ∈ (0.0, 1.0)1 regulates how fast
a node moves towards the assumed midpoint of its phase
neighbors.

The stable state, when each node has the same temporal
distance to its phase neighbors and thus the times of firing
do not change anymore (unless the system changes), is called
desynchrony. The convergence to desynchrony for single-hop
topologies was proved in [4]. Figure 1 exemplifies the progress
of desynchronization for a single-hop topology consistingof
five sensor nodes.

1If α = 0.0, there’s no movement at all, and, according to [7],α = 1.0
forces straight movement onto the midpoint under unstable emergence of new
configurations. Thus, a reliable value would beα ≈ 0.9.
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Fig. 1. Snapshots of the desynchronization progress

For a successful operation in real-world deployments, the
DESYNC protocol requires an extension for multi-hop topolo-
gies as well as further improvements, e.g. back-off algorithms
for concurrent start-ups of nearby nodes, or unreliable links.
But space does not permit a discussion of that here, that’s why
we just analyze potential energy savings and network latency
within this paper.

III. E NERGY

Still, the energy consumption of radio transceivers used at
sensor nodes is much higher than that of current microcon-
trollers. Thus, to save much energy – especially at periodically
transmitting sensor nodes – the radio controller has to be
switched off as often and as long as possible. Since the com-
prehensive and constant periodT depends on the maximum
number n of supported nodes, we divideT into n frames
F (i) of equal sizef , i.e. f = |F (i)| for any i ∈ {1, . . . , n}.
Similar to other protocols like LMAC [8] or Crankshaft [9],
each frameF (i) again is subdivided intok slotsF (i, j), where
i ∈ {1, . . . , n} and j ∈ {1, . . . , k}. The first slot F (i, 1)
is reserved for the firing packet of nodei (cf. Section II),
whereas the remaining slots fork ≥ 2 can be used for further
data transmissions, if desired. Please note, fork = 1 the
length of a frame equals the length of its single firing slot,
i.e. f = |F (i, 1)|.

To avoid collisions when nodes (re)join the network dy-
namically, and to compensate potential but individual clock
drifts or other hardware or software delays, a safety gap
σ = ε · |F (i, 1)| is prefixed to each firing slotF (i, 1) (cf.
Fig. 2). The factorε should be selected carefully, because it
shall cover possible drifts but not delay the firings of the nodes
unnecessarily. Since there need not be any data slot, we made
σ to be a function of the length of a firing slot. Finally, the
periodT has to hold

T = n · (σ + f)

= n · (σ + |F (i, 1)|+
k∑

j=2

|F (i, j)|)
= n · ((1 + ε) · |F (i, 1)|︸ ︷︷ ︸

firing slot

+
k∑

j=2

|F (i, j)|︸ ︷︷ ︸
data slot(s)

) (1)

Because parametern is specified by the network and the
length of a firing packet dominates the safety gapσ but can
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Fig. 2. Arrangement of frames, slots and safety gaps

only be influenced marginally as well, the only way to save
energy is determined by the sum of the lengths of the data
slots. Of course, the periodT can be padded out to prolong
the sleep periods of a radio transceiver, but for our further
examinations we just consider the minimum value for period
T specified by equation 1.

To stay desynchronized, a nodei ∈ N must be just
interested in the firing packets of itsn − 1 neighbors, thus
it has to turn on its radio transceiver for at least

∆ti,RF = ∆ti,RX + ∆ti,TX ,

where∆ti,TX = σ+|F (i, 1)| denotes the duration2 for broad-
casting a firing packet, and∆ti,RX = (n−1) · (1+ε) · |F (i, 1)|
terms the elapsed time for reception of the firing packets of
all its neighbors. With it, the uptime of the radio unit of node
i is

∆ti,RF = n · (1 + ε) · |F (i, 1)| ≤ T. (2)

Assuming all data slots have the same lengthfk, i.e. for
all i ∈ {1, . . . , n} andm ∈ {2, . . . , k} holdsfk = |F (i,m)|,
the gain of energyγi compared to an always activated radio
controller of a nodei in percent per periodT is

γi =
T −∆ti,RF

T

= 1− n · (1 + ε) · |F (i, 1)|
n · ((1 + ε) · |F (i, 1)|+ (k − 1) · fk

)
=

(k − 1) · fk

(1 + ε) · |F (i, 1)|+ (k − 1) · fk

(3)

If we additionally suppose that firing slots and data slots are
of the same length, i.e. for alli ∈ {1, . . . , n} holds|F (i, 1)| =
fk, equation 1 reduces to

T = n · (k + ε) · fk,

and furthermore equation 3 simplifies to

γi =
k − 1
k + ε

That means, if there are only firing slots but not a single
data slot (i.e.k = 1), and if the relevant number of neighbors
is at maximum support for periodT , it is not possible to save
energy by reducing the uptime of the radio unit.

2Before transmission, each node has to use CS to detect joiningnodes or
drifting neighbors. Here we expect the same safety gapσ as length for the
CS phase.
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However, further savings could be achieved if nodei only
needs to receive someη ∈ {0, . . . , n − 1} of firings of its
neighbors per periodT . This way, equation 3 adjusts to

γη
i =

T −∆tηi,RF

T

= 1− (η + 1) · (1 + ε) · |F (i, 1)|
n · ((1 + ε) · |F (i, 1)|+ (k − 1) · fk

)
=

(
n−η−1

n

) · (1 + ε) · |F (i, 1)|+ (k − 1) · fk

(1 + ε) · |F (i, 1)|+ (k − 1) · fk
.

(4)

With equal length for firing slots and data slots, equation 4
again reduces to

γη
i =

k − 1 + (1 + ε) · n−η−1
n

k + ε
.

If the radio transceiver is powered down for several periods,
even more energy could be saved. But such a long down time
implicates additional problems which can destabilize collision
free communication and require extra administrative coststo
keep track of the down times of nearby nodes. Hence, we
won’t go into detail here, but discuss in the next section the
effect on network latency using some results from this section
about energy-savings.

IV. L ATENCY

So far, the periodT mainly depends onn, the maximum
number of supported nodes, and the slot lengths. But when
examining the network latency, further parameters are of
interest, like data rate or minimum packet length. Thus, if
the firing packet contains additional information about the
neighbors of the transmitting node, for instance to prevent
the hidden node problem, the length of a firing slot|F (i, 1)|
indeed depends onn. Introducing an adequate factorβ with
subject to network specific variables and leavingn fixed, the
length of a firing slot can be specified as

|F (i, 1)| = β ·n.

With it and according to equation 1, the minimal periodT to
support just firing packets (i.e.k = 1) plus safety gap forn
nodes is

T = (1 + ε) ·β ·n2,

which is quite similar to equation 2.
Assuming that the lengthδ of the data section within a

frameF (i) is independent ofn, the periodT must hold

T =
(
(1 + ε) ·β ·n + δ

) ·n
= (1 + ε) ·β ·n2 + δ ·n.

But if the length of a firing slot is the disposing base unit
as mentioned in Section III, where all slots have the same
lengthfk = |F (i, 1)|, the lengthδ of the data section can be
rephrased as a function of the numbern of supported nodes

δ = δ0 ·β ·n

by using another factorδ0. Thus, the minimal periodT now
modifies to

T =
(
(1 + ε) ·β ·n + δ0 ·β ·n

) ·n
= (1 + ε + δ0) ·β ·n2.

Overall, the numbern of supported nodes has a much
stronger influence on the length of periodT , if n affects the
length of all slots. That means, if the maximum numbern of
supported nodes increases, the periodT grows with the square
of n, the same is true for the network latency. Thus, a node
has to wait in order ofn2 until its next firing, and so will a
joining node, especially if they reside within an area of low
density. For this reason, it seems not clever to make the slot
lengths dependent on the numbern.

That’s why the trade-off between energy savings and net-
work latency is quite complex – especially in networks of non-
uniformly distributed nodes, containing areas of high density,
causing a great value ofn and – as a result – a great period
T , and areas of low density, containing lots of unused slots.

V. CONCLUSION AND OUTLOOK

After a short motivation, we first introduced the biologically
inspired and self-organized TDMA protocol DESYNC for
Wireless Sensor Networks in Section II. Next, we analyzed
its energetic characteristics in Section III, where we identified
some adjustable parameters to save energy. In Section IV, we
examined the latency performance of the DESYNC protocol
with subject to the numbern of supported nodes within a
period. As a remarkable result, the length of the period is in
order of square ofn, if the slot lengths also depend on it.

For further research, we want to build a real-world testbed
to specify some of our factors, likeσ andδ. We also want to
analyze the impact of an additional energy-harvesting unitat
sensor nodes, which may influence the duty-cycle of the radio
unit, too. As well, we try to promote a more universal version
of the DESYNC protocol for multi-hop topologies using extra
but locally available information. This additional information
within a firing packet may be sufficient to support further add-
ons, like time synchronization or routing.
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